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Abstract— The Rijndael Algorithm was chosen for the 128 hit 128.192.256 bit
Advanced Encryption Standard (AES) in 2001 and forrally
published in FIPS Publication 197. Since Rijndaelvas released AddRoundKe Initial Round
as a candidate a number of cores were created tosteand =
benchmark the algorithm in both hardware and softwae. v T w
Rijndael was chosen partly based on its ability tde efficiently SubBytes | ExpandKey ]
implemented in Field Programmable Gate Arrays (FPGA) and ShiftRowis
Application Specific Integrated Circuits (AISCs). In AISC Agdclié%?#g?(lv P
design, heavy use of combinational logic is advargeous. In U
FPGA designs each logic cell has local memory awaile and all Comnplets? b
free logic cells are equally valuable for design es A survey of N
published AES architectures found they did not fuly take iggggjg 2 —)
advantage of ROM blocks to simplify and shorten ctical paths in s Esome=14
the algorithm’s rounds. This paper will present aT-box design Y N Rounds
that will utilize FPGA memory in a core with a stardard 32-bit L4
bus width that will sustain a throughput of 20 Mbyte/sec. gﬁ?t%\gfwss Final Round

Index Terms—Advanced Encryption Standard, AES, Tbox, M plurmn
Cryptography, AES-128, AES-192, AES-256. Cipher text

128 bit
I. AES OVERVIEW Figure 1: AES Encryption Round Structure

criteria, peer review, and excellent performanceosg a

HE Advanced Encryption Standard (AES) specificai®on number of target platforms.

documented in the National Institute of Standardd a

Technology's (NIST) FIPS 197 publication.[5] ~J. Agg supports multiple key sizes (128,192, and %€
Daemen and V. Rijmen submitted Rijndael as paNI&T's ;4 js ysed as a block cipher with a message izabits.
AES contest. Candidates for the contest were tdsiedd on The block cipher structure can be used in a vagétyiodes to

strength - of the algorithm against attacks, maximurgeate 4 secure stream cipher based on AES eramygutid/or
throughput, and resources required for both soéwand decryption. Using the basic Electronic Code Bo&CRB)
hardware implementations. Rijndael was originagsigned mode, a 128-bit message is encrypted with a ke)28f 192,
Wi_th a variety of key I(_engths and variable bloc_lngms in or 256 bits to produce a 128-bit cipher text, asashin Figure
mind.  When the variable block length requiremerdsw ; = A yey expansion is first performed on the aitiey values,

dropped, .Rijndael was amended to a fixed 128-bicll 1,504 o o key schedule, to generate unique kegd founds
length. Smce_the c_hosen core would be a us F_bﬂmadard of encryption. The key schedule was developedst amall
all teams participating had to openly publish tis¢émdard and 0 nts of memory, have no symmetries, have efficie

must be free of Intellectual Property. The finslisvere it sion of keys, and be non-linear. [11] Diffusicallows
evaluated equally, but each submission differed 'Emall changes in a previous key to cause significhanges in

implementation  costs,  throughput, and versatiith iyhe heyt expanded key. Elimination of symmetried Bnear
implementation. Flexible algorithms that could rfficiently functions allows generation of expanded keys thesist

across Application Specific Integrated Circuits (8S) for attacks and analysis on the cipher text. A perfieey
smart cards, 32-bit microprocessors, and even 8 l%'§<pansion would generate seemingly random keys dhat

microcontrollers proved a challenge during fina}!eséon. unique and easily computed from the initial andssgjuent
[11] Qn October 2, 2000 NIST announced that lenda_el Wa%xpanded keys. With no pattern to attack, theckgtawould
the winner and new AES standard, based on the atiau have to pick from all possible keys for every rounfdthe

algorithm. AES uses rotations, XOR operations for
permutations, and table lookups from an Sbox tapkxified
in FIPS 197 for direct substitutions on each bytdéhe key.
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To further mix each key in the schedule a RCON eaka

unigue constant determined by the current key beir

generated, is added to break patterns in the Keyevery new
round of four, six, or eight key values an incretimnRCON
value is XORed with the key to eliminate symmetrieghe
expanded keys.[5] An additional change is adde®&® bit
keys; every fourth key undergoes a substitutiorkéep the
same transform being applied over more than
consecutive expanded keys. The RCON values ame list
FIPS 197 along with example key expansions for 1782,
and 256-bit key lengths.

Based on the round structure chosen, there aremiaetu
of options for implementing the key schedule. déle round is
calculated iteratively, it is easy to calculate thgpanded key
on the fly. This can be accomplished by expandinly the
current key and retaining the previous key valwegiired to
calculate the next key. To implement AES with 8-b2 key,
only four previous values are required to calcuthgekeys on
the fly. A full key expansion for all modes, sortimes
referred to as a 3 in 1 design, requires up totgigavious
values to be retained. If a full round is calcetafor each
cycle four keys must be simultaneously calculated ap to
eight values need to be retained for all three &iggs. A
potential drawback to on the fly calculation is therst-case
delay of looking up a value in a ROM table, two-Wise
XORs, and the gate delay of two muxes. The fullhbin a
cycle approach can provide very high throughpu8(bits
computed every cycle) but requires fast key exmensr the
entire key schedule to be pre-computed and stot®tbring
the entire key schedule requires up to sixty 32aloitds to be
stored for the 256-bit mode but allows the keys b®
referenced in a single clock cycle if fast RAM tke@re used.
Most modes having the pre-computed key values peadsthe
calculation of the rounds. If a mode with a chaggkey is
used the benefits of pre-computation are diministeadpared
to the memory resources required.
applications, on the fly calculation provides fesy expansion
without RAM blocks.

thre
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Figure 2: AES State Array

The AES standard is round based and operates on a

thirty-two bit by thirty-two bit State array. Tharray is
divided into sixteen bytes as shown in Figure Zhiould be
noted that the indexes into the array are row ttedamn. The
indexes correspond to the byte sequence; every bigtes
form a new row. The state is then taken throughl2Q or 14
rounds for 128, 192, or 256-bit keys respectivehAll

operations are performed in the Galois Field GF(a full

explanation of Galois Fields is presented in Stg#i textbook
but the basic arithmetic operations can be expthimeefly.

[21] The equivalent of addition and subtractiorthie field is
XORing the two values. Multiplication and divisiimvolve a
more complex algorithm but a simple table lookum ca
perform the operations required for AES. As suggpbdby
Daemen and Rijmen in [11], a table of all 256 value
multiplied by 0x02 is listed as the xtime tablenyAnultiplied
value can be decomposed into a sum of powers d.O¥br
example 0x03*X can be expressed as X*(0x01 XOR §x02
which can be calculated as (X XOR xtime(X)). Ttashnique
will be utilized later to pre-calculate the tBoxlwas for our
architecture.

The plaintext message is loaded into the Statey afa

For memory éidhit Figyre 2 and the AddRoundKey operation is performed

During this initial state the message is XORed \lit# initial
key. The new State array is taken through a sefieentical
rounds stated in the FIPS 197 standard includingBSgtes,

A survey of other papers has found both preprocesseifirows, MixColumns, and AddRoundKey. The rouads

and on the fly key expansion used in high througli@signs.
McCloone and McCanney utilized preprocessing of kbg
with a LUT based Tbox implementation discussed lmtehis
paper. [15] Qing et al., Wang and Ni, Wang etlaifty et al.,
Rizk et al., and Standaert et al. had all genertiteid keys on
the fly to save on processing time and hardwareuress.[29,
25, 26,14, 17, 23] Two on the fly key schedulingtsi are
chained to provide Schaumont et al. Rijndael premes
capable of 2.29 Gbit/sec throughput. [20] For &/fplpelined
high-speed core the keys are preprocessed to #ilwounds
to compute as soon as possible with no calculatielays,
achieving a throughput of 30-70 Gbits/sec.[9] LimdaHuang

designed to be invertible for decryption while lgesimple to
insure delays are low since rounds are repeatdédaat ten
times. SubBytes is a non-linear substitution aiebydirectly
substituted from the sBox array. Details of theoxB
construction are detailed in [11], where the awthmrovided
the basis for choosing values. The sBox is matheaibt
proven to have both a transform for encryption andnverse
transform used for decryption. ShiftRows providediffusion
of values within the State array through simpleftshi
MixColumns provides a linear permutation of thetStarray
on a byte-by-byte basis, while being easily rewerby an
inverse permutation. Daemon and Rijmen have stat¢tl]

pipelined the computation of the key to matchedirtheinat the performance of this step on 8-bit processas a

pipelined round structure. [13] The timesavings pre-

driving factor in the choice of permutation. Thedi step,

expanding the key in the pipelined and single cyclgqdroundKey, performs a bit-wise XOR with each 32-b

architectures justified the use of more memory ueses to
store the keys.

column of the State array with one 32-bit word bk t
expanded key. The number of rounds chosen by Daame



SCHOLARLY PAPER 3

Outpunt Feedback Mode (OFB) Cipher Block Chaming Maode (CBC) Cipher Feedback Mode (CFB)
Encryption Decryption Encryption Decrvption Encryption Decryption
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Cowunter Mode (CTR)
Encryption Decryption Electronic Code Book (ECB)
Encryption Decryption
M1
Ci
M1 M2 Figure 3: Approved Modes of Operation

Rijmen are based on known cryptanalysis attacks and « NIST SP 800-38D
diffusion criteria that require two rounds to futliffuse single 0 Galois/Counter Mode (GCM)
bit changes. The foreknowledge of how attackerddcexploit o Galois Message Authentication Code
the algorithm have lead to logical choices in eatép of (GMAC)

Rijndael, and hence AES, to make known attacki$ only authentication is required, SP 800-38B sfiexthe use

computationally infeasible, while preventing easdiyploited of Cipher-based Message Authentication Code Mode

patterns in the algorithm from developing. [11 & 21 (CMAC). For both authentication and confidentigli&P 800-
38C specifies Counter with Cipher Block Chaininlylessage

After the specified number of rounds described altiev Authentication Code (CCM). For high throughput

done, the final round only includes SubBytes, &uft, and authentication with confidentiality Galois/Counte¥ode

AddRoundKey steps. The resulting State array ésdipher (GCM) is specified by SP 800-38D, but strict adhegeto the

text and is output as a 128-bit block. Decrypi®performed recommended Initialization Vectors is required &isdy the

using the same round structure and sequences otmpes, uniqueness requirement that provides the high aegre

but inverse tables are used for each step. Thanebenl keys security.

are generated in the same way, but the groups of fo

sequential 32-bit expanded keys are used in revecss. The choice of the listed modes provides strongeuriy
than the basic ECB mode but has consequences #or th
operation of the cipher. The simple Counter (CTR)de

Il. ENCRYPTIONMODES provides a fast streaming cipher that only requibésck

encryption. Each message is XORed with the cowatiere to

Use of low area and high throughput encryption sord’roduce a block of cipher text. CTR mode encryptaod
with an approved mode can match or exceed theghput of ~decryption can be done in parallel, is easily pes, and
ECB mode encryption and decryption. The use of eyt allows changes to individual blocks without affagtiother
modes can prevent identical plaintext blocks fromving PIoCks. The Initial Vector (IV) can be provided bysimple
identical cipher text blocks. NIST has listed flolowing ~Ccounter or another unique but changing value likeeanory

approved confidentiality modes in their publication address. It. should be noted the counter width shpubduce
enough unique values to prevent repeats or spreatkpeats
.« NIST SP 800-38A so #°°1 unique values get used before repeats occurebetw

o Electronic Code Book (ECB) the 128-bit blocks used with AES. If a singlle bitqr .is

o Cipher Block Chaining (CBC) encoqntered the message CTR will cause a singlertat in

o Cipher Feed Back (CFB) the_ c_|pher text. _CTR provides a simple way to age

o Output Feed Back (OFB) opt|m|z§d encryption core for both .stream encryptnmd

o Counter (CTR) decryptlon.. A sub;et of CTR can utilize only atjmor of the
«  NIST SP 800-38B counter’s bits, but it should be noted that only $game portion

o Cipher-based Message Authentication CodeOf the message coqld be encrypted W.'th .th'.s r‘_ne_thdmilzmg
(CMAC) a Iar_ger AES key will qot overcome this limitatisimce iny a

< NIST SP 800-38C portion of the 128-bit State array can be used.is Ti&

o Counter with Cipher Block Chaining- regardiess of the key size used.

Message Authentication Code (CCM)
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OFB mode chains the resulting encryption from the
previous block as input to the next block’s encigyptblock.
The resulting cipher text is XORed with the message
provide the cipher text. Since each block encoyptis

The first IV value provides the seed value used ddir 01 K
subsequent blocks. Again, the same encryption haocan S[a11+1] 0ot
perform encryption and decryption. OFB can prosdeurity | €, ; 01 01 02 03 S[a21j+2] k2j
for noisy channels, since small bit errors do namippgate | o 03 01 01 02 a. k.
through other blocks. 3 A3 1.0] 3

dependent on the previous result, it is not posgiblpipeline SubBytes AddRoundKey
or use parallelism to speed up the calculation. @BBs not ~A—
depend on a sequence of Initial Vectors as CTR nulmghs. €] 02 03 01 01] Ha,,l Ko,j

e;| |01 02 0O

w

N

?MixCqumns ShiftRows

CFB mode differs from OFB in that the feedbackaiken (addition mod 4)
from the previous cipher text and not the encrypsitep. The
drawback to this approach is that errors can prafgdgetween ) ) ) )
each subsequent block. CBC mode is unique fromigue USing the rules and properties of matrix math 2
modes since an IV is XORed with the message before

encryption/decryption is performed. Unlike the etimodes | % 02 03 01 01] [k,
encryption and decryption modules are required dmors & |_q, 19 59a 1% 0g9a 1% 0ga 1% 0l
affect the current and next blocks of data. & a1 01 a5 01 2,521 02 S8l 02| | Ky,

e, 03 01 01 03] |k,

A summary of modes is depicted in Figure 3. Of thenhe equation above can be implemented by tablésritiade
available modes, this paper's architecture makes OB the values of the Sbox multiplied by the 4x1 matsicwhich
Counter mode for increased strength over ECB mdde. are now represented as Thoxes below:
simple modification can allow OFB to be implementhke to

its similar structure to CTR mode. These modeswalibe ) ko

encryption module to be utilized for both block gmtion and eL" kl’J

decryption without requiring extra tables to beastb i|— i
w a g _To[ao,j] DTl[ai,jﬂ] DTZ[aZj+2] DT3[as,j+3] 0 k

& 21

IIl. TBOXIMPLEMENTATION eij k&J

Since the publication of Rijndael and the final AESFach Tbox table uses an eight-bit index into a esaent
specificaion a number of architectures to improv&ray Of 32-bit values. Storing these tables teBbits of
performance have been proposed and tested. Oreadngr ROM per table, for a total of 32Kbits of memory. réduction
increase throughput without resorting to pipelinings to [N the number and size of the tables can take aagarof wo
shorten the rounds to a single cycle. The tBojetapproach FPGA strengths. First, the FPGA can use wiresofy cor
was suggested and derived by Daemen and Rijmen affift values at no cost in resources. This advantagnot
utilized by a number of researchers to improve grenfince. POssible with general-purpose processors that reciparate
[11] An excellent explanation and datapath exarimtierived Processing cycles to shift values. Second, the tables are
and explained by Gaj and Chodowiec in a chapter Huilt on the same eight-bit values that are shifedorm the
Cryptographic Engineering. [7] The tBox structu@mbines ©Other tables. It is possible to use a 256-itentetat 24-bit
the SubBytes, ShiftRows, and MixColumns steps zirij words and shift it a total of three times to get fur Thox
linear algebra rules, in the GE[2 creating a 256 value table table values. To save memory only one tBox coeldiged to
of thirty two bit words called a tBox. Every stamd eight-bit 9ive @ four-time reduction in memory requiremeritsie down

sBox lookup in SubBytes can now be looked up intBex side is the single table would cause a four-foldréase in
which returns a 32-bit result. ' processing time. For this paper a trade off wadera use

four tables from the same Tbox initial values, shift them as

As stated in [11] and [7], the transformations éore full Ne€cessary. This allows 32-bits of the State amaybe
round of AES are listed below: computed every cycle and stored in the next Stadgjisters.

€,

&

=Tola,;10 Shift, (To[ay ;.,]) O Shift, (To[a, ;,,]) O Shift; (To[ay,.,5]) O

€; | SameThox0 SameTbox0 SameTbox0 SameTbox0

2]

k
k.,
k
k

SN
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At the cost of memory and logic element resourdgeis,
possible to build a high throughput core that corepthe four
instances of the above tBox equations in a singdtec In this
architecture a maximum of fourteen cycles woulchbeded to
complete the 128-bit cipher text from a given piexb already
loaded at high speeds. Gaj and Chodowiec presegifiaient
version of this architecture that can be easil\elied. [8] A
similar decryption architecture, using inverse ¢ablcan be
used in the same way but must be supplied keyiseircorrect
order to perform decryption. Wang et al., McLooned a
McCanny, and Rouvroy et al. have published archites
similar or identical to the tBox architecture agganted by
Gaj and Chodowiec.[26, 15, 22] Of specific intér@smid-
range FPGA implementations is the approach the GGjpto
Group took to use RAM blocks, shift registers, ahdrt data
paths to create a core that can encrypt and deety208
Mbit/sec on Spartan Il devices. This was achiewét only
163 slices and 3 RAM blocks used. [22] The numb:t
compare favorably with a number of designs optichifoe use
on the larger and more capable Virtex FPGAs, wiileusing
a majority of the device’s resources. This papar&hitecture
will be compared to the UCL group’s efficient care the
comparison section.

It should be further noted that tBox implementagiaio

not always meet or exceed the throughput of mo

conventional AES implementations optimized for spaed/or
area. The tBox method is not well suited to ASE3idn due
to the large amount of memory required. Memory lsaraid
out very efficiently in Very Large Scale Integratio(VLSI)

processes but consumes a large area of the dieatechfp a
sea-of-gates implementation of combinational Idgiections.

Sampling of the Altera Cyclone I Family

EP2C20 | EP2C35 | EPZCH0 | EP2CT0
Logic Elements (LE)| 18,752 | 33216 | 50528 | 65416
Mt K RAM (4 Khit RARK) 52 105 129 250
Minimum Lser 10 Fing 142 322 294 422
Smallest Leaded Package | 240-PGFP PA, PA, FA
Smallest Package| 256-0GA | 484-BGA | 484.0GA | 6/2-0GA
Sampling of the Xilinx Spartan 3 Family
XC3ST1500[XC352000] X C3S4000[XC355000
CLBs (1 CLB=4 Slices)| 3,328 5,120 5912 8,320
Distriuted RAM Bt | 208K 320K 432K 520K
Block RAM| 576K 720K 1728k 1872k
Minimum User 160 Ping| 221 333 489 489
Smallest Leaded Package [ A A T,
Smaliest Package| FGI20 BG4 | G456 DGA | FGE/G DGA | FGGTE DGA

Table 1: Sampling of Mid-Range FPGA Parts

of Graphics Processing Units (GPUs) and Singlerdosbn,
Multiple Data (SIMD) instructions that are desigrfed array-
based calculations may provide efficient matrix
transformations that can use methods like the tBombtain
faster software implementations. Further Discussioh
software implantations are beyond the scope ofpthjger and
I%rovide an open field for further research.

IV. FPGA CELL ARCHITECTURE

This paper aims for a Field Programmable Gate Array
(FPGA) implementation of AES and warrants an ingasion

The UCL Crypto Group Core on a Spartan 3 FPGA aeisie into the architecture of both the Xilinx and Altefamilies.
208 Mbit/sec with 163 slices used. McLoone etaghieved The Cyclone Il and Spartan 3 part families are ejant low
6956 Mbit/sec using 2222 slices but required aevifEPGA. cost, mid-range small FPGAs (a sample of whichrésented
Huang et al. bested the UCL Group by not using tBol Table 1). These devices do not have the ressuwc speed
architecture and achieved 647 Mbit/sec at a cod#éfslices Of a Virtex or Stratix device but they do provideegter

and 11 Block RAMs of a Spartan 3 device.

Software implantations would not benefit from treame
techniques described above since software cannke ose of
efficient shifts, cross wiring, and fast logic ogttons. The
sequential nature of all modern general-purposeqgasnrs
makes all operations equally costly in terms ofaglel The
basic algorithm can be optimized for specific pssmEs in
order to utilize matrix instructions, parallel pessing via
multiple cores, and/or the use of efficient comgileo
minimize the assembly instructions required. Beinstand
Schwabe have outlined fast AES techniques that ez
processor unique structure such as 64 bit opesti@rses 32
bit calculations, masked tables, and efficient oseaches to
shorten the time required to compute all roundsA&S.
[30,31] In a method similar to the matrix math penfied for
Tboxes, another manipulation of the matrix is palssito
effectively compute across the rows of the stateae extra
corrective shifts. Bertoni et al. have saved rotaiand extra
memory lookups to speed up
implementation used for embedded processors. [B8]éelfect

performance than the older APEX/MAXIl and

XC/CoolRunner parts.

Altera’s Cyclone II/lll families are composed obdic
Array Blocks (LABs). Each LAB contains sixteen liog
Elements (LE). Dual ported RAM is also availabla M4K
RAM blocks with high clock rates (up to 260 MhZtach LE
provides a four input Look Up Table (LUT), a registcarry
chain logic, and connection muxes. Unlike the nili
equivalents of LE blocks, called slices, Alteracédel not to
add extra discrete logic elements within the cell&ll
functions are implemented via LUTSs. This gap
implementation paths is offset by Altera’s LE mgdesiormal
mode allows arbitrary functions while arithmetic deo
configures the LE for fast and compact arithmetinctions.
Using both the primary inputs and carry-in logisia input
function can be implemented in each LE. For consoawi
Xilinx’s slices can implement only four input fuimhs in each
slice.

in

the standard software
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Figure 4: Our Architecture

Xilinx's Spartan 3 family is built on Configurableogic
Blocks (CLBs) that contain four slices each. Evstige
contains two logic function tables, two registezarry logic,
and individual logic gates. A number of slicesvide shift
registers and distributed RAM as special functioBgtter use
of the cells provides high resource utilizationd atlows large
and complex designs to fit in smaller devices. Timection

push for their ISE tools to recognize logical partsdesigns
that can fit into each cell and still recognize gpkcases like
the SRL16 register. Ultimately, only real life tieg of

designs across devices, vendors, and software ¢aalgrove
the advantages of each manufacturer’s product line.

V. OURARCHITECTURE

tables can be used as Look Up Tables (LUTs) that ca

implement any four-input function as stored valueso four-

input tables can be stored in each slice, and tiygub can be
registered within the slice. Many adders and rplidtis can
be implemented to fit within the cell, and make asthe carry
logic and spare gates for very high slice utilizati Spartan’s
block RAMs offer 18Kbits of fast, dual-ported, sjinenous
storage. For 32-bit numbers, 512 elements cantdredsin

one 18K block. As outlined in the Xilinx Spartan Bser

Guide, each dual ported RAM can also be used f8rst2tes
with up to 36 outputs in a single block. Use of 8RL16 shift
register blocks can greatly lower device utilizatiba reset is
not required. SRL16 blocks configure the LUTs ashiit

register, but do not use the slice’s flip-flopsheTbuilt-in Mux

can select either of the slice’s LUTs to configloeger shift
registers at low hardware cost.

Each manufacturer has gone to great lengths tat pot
the similarities between underlying hardware arahpote any
difference in performance. Altera claims their éisspeed
grades produce faster customer implementations, Xalivak
promotes the special configuration modes like SRielfisters
and the fast carry logic as leading to better, ligHormance
designs. Xilinx has acknowledged that newer vessiof the
Quartus design suite from Altera have higher pentorce than
earlier implementations. Due to Altera’s table tdencells,
the software’s optimization and fitting of logic isery
important to high throughput designs. Xilinx hassieilar

The architecture described in this paper is basedhe
tBox implementation but targets smaller CPLD faesililike
Altera’s Cyclone I/l and Xilinx’'s Spartan Ill. The
specification for the core shown in Figure 4 inéddh number
of items that were included for interfacing andutidizing
costly resources and not for performance. The ifpetion
included:

e« Throughput of at least 20Mbyte/second (160
Mbit/second) through the core
32-bit Input/Output registers utilizing interrupke
triggering
tBox-based round architecture to achieve singléecyc
calculations inside the rounds

* Reuse of most registers, minimal use of RAM

e Use of only standard IEEE compatible VHDL code to
insure code can be ported across vendor tools
Register-Transfer-Level (RTL) style coding to avoid
excess hardware creation

* No vendor specific libraries, macros, or Intellettu
Property (IP) cores

e Modular bottom-up construction to aid in testinglan
reuse

» Separation of data path and controllers to keep
control hardware apart from the data path.
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Preliminary Thox Resources

Al dewices are listed as USB 2.0 Compatiale

Drive Under Test

Test Thumb Drive 1 Thumb Drive 2 | Laptop Drive | Desktop Drive

iliny ISE 9.1 Webpack  [[Altera Quartus I Web Ed. FlashMemToolkit| LeadMNMBE | 08MES 53 MBis cannottest cannaltest
Table Sizes || Slices [BRAMS| Max GLKCIreq. || Logic Elements| Max GLE freq. T L B L
24%78E 18 1 134 MHz 547 205 MHz HDTUNE 2.55 i WBlsec canmottest cannottest 194 133
Ilax MB/sec cannotest cannot test 217 30
SuBn208 '8 3 139 MHz 47 206 MHz VG s camnatlest | cannoltest 203 78
Ax 24256 74 2 906 MHz 2156 166 MHz Burst Rate carnctiest | cannotiest 175 MBI 235 MBis
Ay 0256 74 5 97 2 MHz 2156 166 MHz CrystalDiskMark 2.2 Sery Rearl cannotiest 784 Bk 2386 MBs 2% 44 MBJs
Gac i camnatiest | 2.4 Rk 20,08 M 2438 WEk
5121 Pisad camnatlest | 7783 MBS | 1715 MBis 1654 MBls
Table 2: Tbox Resource Tests S12K ke camnatlest | 135 Mk 18,06 MBis 1606 MEfs
’ 4k Fead camnatiest | 3726 MBE | 052 MBis 0345 MRS
4k ki camnatiest | 0.024MB& | 1082 MB#s 0864 MRS
e Strict wuse of only STD _LOGIC and
STD_LOGIC_VECTORS to insure no type Table 3: Disk Drive Throughput Tests

conversions are necessary

selection (AES128/192/256), and status

The tBoxes used in this paper were computed manuaRAM blocks.

utilizing the xtime tables provided by Daemen angmBn.
The results were copied to a VHDL description odR@M.
[11] It should be noted that McLoone and McCannblished
three tables used to create the tBoxes. An Shoax StD2,
and Shox * 03 table were presented to form all fBaxes as
necessary. A comparison of this paper’s tablés thie tables

Simple external control of the core for 1/0, moderegister bank and one table design. One used dt2d 256

word ROM and another using three separate 8 b6«\ord
ROM tables. No code was added to specify the ROdlilsh
be implemented as chained Lookup Tables (LUTs)tatics
Xilinx ISE Webpack utilized BRAM blosk
achieving a final clock rate of 134 MHz. Splitting the tables
utilized 3 BRAM blocks with a slightly higher clodate of
139 MHz. Altera’'s Quartus Il Web Edition was setuse
RAM and ROM for any size table, but when optimizifaog

speed implemented Logic Element LUTs were useeausbf
RAM blocks. Quartus reported a final clock rate266 MHz.

published by McLoone and McCanny turned up fivéA second test with four instances of the first teas run and

discrepancies:

summarized in Table 2. Based on the findings tigévidual
tables were used to provide a small increase iecGper the

sBox * 02 table for B3 & B4 are reversed from theXilinx devices.

order of this project’s tables (CA CF instead of CF

N
Table 2: Sampling of Mid-Range FPGA Parts

25 instead of 25 AF)

sBox * 03 value for 56 contains a typo (EO inste&d
E8)

Examination of the specific terms suggest the sedpp
terms in the Sbox * 02 table were continued to$bhex * 03
table, since the correct values were listed. TB¢EE type
looks like a simple typing mistake. The remaindérthe
tables successfully confirmed the table data is tmper’s
implementation when NIST test vectors were run\anified.

Original planning for the tables included only otB®Xx
selected by multiple XORs, but it was realized teating only
one tBox allowed only a single look up per clockley This
would require multiple clock cycles per round. Dgrkey
expansion and final rounds the need for the sBéxegawould
also take a performance hit since only one eighvddue can
be looked up at a time. It was decided to useséime 24-bit
wide table four times to allow single cycle roundsd
simultaneous 32-bit sBox lookups.

In order to better utilize each Slice or Logic Erhan
experiment was conducted. It was suggested thatyththesis
tools would use memory resources better if theetablere not
256 items x 24-bit words but left as 256 items kiBtables.
Both the Xilinx and Altera synthesis tools wereeggiva two-

‘AFand stored in a RAM block until required.

Key Expansion was originally going to be pre-conaglut
This ides
requires both a counter and a large 32-bit x 66 iRAM
block. The requirement for a design that can worlall three
modes of AES (128/192/256 bit), without reloadihg tevice
required a simple but flexible design. A straightfard design
with 32-bit x 4 word register for the key and a mauxm of
32-bit x 8 word temporary register bank allows agioatorage
for the largest 256 bit key size. A small tablel ancounter
that advances on every count that equals zero mddut, six,
or eight, respectively, supply the RCON constaAs stated
before, four separate sBox lookups are
simultaneously to insure the next key is calculaiedone
cycle.

It should be noted that if all four lookups of thissign
are done in one cycle, using a network of 16 Thables
described previously, they could be stored in LogkTables
(LUTs) in each individual Logic Element (Altera’sE) or
Configurable Logic Block (Xilinx's CLB). This appach
allows 128 bits to be calculated every cycle bunes at a
high logic element cost. This made it possiblentplement
the core on smaller FPGA devices, but remains bettited
for the larger logic cells of the Stratix and Victiamilies.

Aside from memory issues, the ports on the corettdod
planned to not exceed the I/O pins available onllsma
devices. The 32-bit I/O requirement was based amdsird bus

performed
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Fouroy ! Standaert il Wirtex: ACISANE 163 JRaMs | 183 Mhz 398 Mbitlsec  |2.49 Mbit'secizlice
Mourad et al. Hlire: ik ACALTR 437 10RAMs | Motlisted | 1716 Mbibzec  |3.93 Mhbitzeckzlice
RizkMaorsy v i 4 /150 1465 OR&Ms | Motlisted | 1564 Ghitzec |3.93 Mbit'secklice
Mizng i vz Wirex-E 1000-B3560 1857 OR&Ms | 189 Mhz 154 Ghitlzec: (329 Khit'sec/zlice
M Loorede Canny il Wirtex ACWRT2E 2000 | 224 Rams | Motlisted | 12020 Mbitzec |47 Mbitzec/slice
M Loorede Canny i Wirex HACWETZE 200 | 100RaMs | Motlised | 6996 Mbit'sec |37 Mbitzectslice
Mrang, ChangLin il Wirex ACWAZE W | 2a0RaMs | B Mhz | 1952 Ghitsec  |BAT Mbitlseckzlice
Panata/Barcelo/Feiz Altera Cyclane EP1C20FAN0Ch 57 ORAMs | 100 Mhz 296 Mbitzec |63 Kbit'sec/LE
Panato/BarcelosFeis Altera Flexc 10K EPFI0K A2 05 | 40960 bits | 125 Mhz | 296 Mhibzec |53 Khitlzec/LE
RizkiMarsy Hilin wirtex 4 136 18555 | 200 Rams | Motlisted | 2851 Ghitzec |2 Mbitzecizlice
RizkMaorsy v i 4 /150 M55 | 200RAMs | Motlisted | 2309 Ghitlsec |1 Mbitlzeckzlice
Cur Brchitecture-CTR, Hilinx Spartan 3 HC351000 a7 7 RAMs 93 Mhz 299 Mbitlzec |30 Khitzectzlice
Cur Brehitecture-Encrypt vz Spartan 3 AC351000 1337 GRamMs | 976 Mhz | 271 Mbitsec |20 Khit'zecizlice
Cur Brchitecture-CTR, Altera Cyelone |l EFZCT 3944 ORAMs | 8471 Wbz | 235 Mbit'sec |6 Khit'sec/LE
Cur Brchitechure-Encrypt Altera Cyclone || EF2CTI 099 ORa&Ms | 106 Mhz | 291 Mbitsec |7 Khit'sec/LE

Table 4: Core Comparison Chart

widths for interfacing to other logic on the FPGA to an
external processor. A survey of open AES coresdomost
were based on 128-bit I/O to the core, which waudd fit in
many smaller FPGA families. The 1/O bottleneck vedso
important to consider if the core was partneredh wat
transceiver chip for use with Universal Serial BlSB),
Ethernet, or serial port. A fast core throughpuwuild be
wasted if it could not exchange data with theserfates
effectively. Therefore a throughput of 20Mbytetsed was
chosen based on the actual throughput seen on aenuf
USB transceivers and microcontrollers after the W&k and
processor overhead is taken into account. (SeeeT3blIThis
speed is not the raw 480 Mbyte/second data ratesytégbd in
the USB Version 2.0 specification but the averabseoved
data rates once the delays of the USB stack an@/1t&32 bit
microcontrollers that contained a USB physical taye

VI. USE OFATHENA SCRIPTS

To aid in comparing results of this paper with otberes

throughput is measured in megabytes per secone s@tipt
used is listed as an Appendix at the end of thigepa

VIl. RESULTS

After our architecture for AES 128-bit key encrgptiwas
synthesized, implemented, and placed, both thenXiind
Altera tools reported a clock rate that would sustéhe
required 20 Mbyte/sec data rate. A maximum thrpuglof
29.4 Mbyte/sec was possible with a Cyclone 1. #dd of
the counter and extra register for CTR mode opmmatiad
opposite effects for the vendors. With Xilinx Saar 3 family
adding the extra data path components decreasetuthber
of slices required. With Altera Cyclone Il famifn increase
in Logic Elements was found. In both cases a redniaif at
least 10 Mhz was observed but both product famgtésmet
the throughput requirement. Post-implementationtings
showed the test data was still valid. Comparisoite wther
published results are provided in Table 3.

Both vendors’ synthesis and implementation tdolsk

George Mason University’'s Cryptographic Engineeringlifferent paths in synthesizing the design. ISEby&ek 9.1i
Research Group (CERG) scripts were utilized to Mbatmptimized the design further than expected. Wh&ABSs

synthesize the core with a variety of parts andndpétion

options. ATHENa, Automated Tool for Hardware ExsiaN

consists of a number of Perl scripts run with ttes fversions
of Xilinx and Altera’s synthesis tools. Versior20was used
for the preliminary results in Table 4 that useknxiWebpack
9.1i. The early version of the tool provided anyeasy to

synthesize and summarize results from the toole mEsults
for Spartan 3, Virtex 4, and Virtex 5 parts in Tabl were all
reported by ATHENa for the encryption only and CiriRde
cores. It should be noted ATHENa does not filthe units
for the metrics listed, all frequencies are in Mhigcks are
reported in nanoseconds, latency in clock cycles] the

were inferred they provided registered inputs thnadde
separate “Old State” register banks unnecessarg. RGMs
were packed into single Block RAMs to save resaarckSE
9.1i found a total of 17 ROMs, 16 of which were #%6x8 bit
ROMSs. One-Hot Finite State Machine (FSM) coding wssd
for the twenty states to optimize for speed. 96 B shift
registers were created for the 64 3-bit shift reggsand 32 x
4-bit shift registers, compacting the design comstly.
Quartus did not use RAM resources; instead it etbtd use
LE blocks that allowed for a faster design in bdtte
encryption and CTR mode variants. Options in Qusavtere
set to use memory for any size table but the toohd the LE
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Hilinz - Spartan3  [Mhz) [n=) [Mhz] [n=) [n=] [Mbytefsec]  ATHEMa Hilinz - Spartan3 [Mhz] [n=] [Phz] [n=] [ns]  [Mbytelsec] ATHEMa
FYNFREG | SYNTCLK | IMPFREG | IMPTCLK | LATENCY | THROUGHFUT] RUM SYNFRER | SYMTCLK | IMPFREG | IMPTCLE | LATENCT [HROUGHRU]  RUM
«c3cI00fgETE-5| 105734 2455 13,37 12593 | 632945 23.321 3 1c3cl00Fg676-5| 9542 10,48 516 13308 745.08 30.41 5
«c3cI00fgETE-5| 105734 2455 58,347 1313 622545 26,342 [ 1c3cl00Fg676-5| 9542 10,48 50.36 12444 | E36.864 | 28443 1
«c3cI00fgETE-5| 105734 2455 38707 10431 557,205 23,578 2 1c3cl00Fg676-5| 9542 10,48 36,321 10517 57752 23.582 3
Zilinz : Spartania Zilinz : Spartan3a
SYNFRE® | SYNTCLK | IMPFREG | IMPTCLK | LaTENCY | THROUGHPUT| RUN SYNFRER | SYMTCLK | IMPFRER | IMPTCLE | LATENCT [HROUGHPU]  RUN
132000093205 143,504 6653 38,735 10,122 556,71 28.23 5 we322003Fg320-5 30556 1043 8433 12133 | Ti.aEs 2312 &
132000093205 143,504 6653 101574 2,516 533,58 231 4 we322003Fg320-5 30556 1043 31567 10.321 11576 24,36 5
c3e200afg320-5| 143,504 6653 13113 535 461725 34.03 [ wc3e200afg320-5[ 30556 1043 32421 10,52 605,32 2473 [
Hilinz : Spartan3abDSP Hilinz : Spartan3aD5P
SYNFRE® | SYNTCLK | IMPFREQ | IMPTCLK | LATENCY | THROUGHPUT| RUN SYNFRER | SYMTCLK | IMPFRER | IMPTCLE | LATENCT [HROUGHPU]  RUN
1324180050 gETES| 143,279 ) 34553 10572 55146 21.05 P re3ad15000gETE S| 3056 1043 30,4 062 613472 2523 &
xc3ed1a00afgeTes| 143,273 ) 104,63 2552 525.36 z331 1 chediz00afgeTe 5| A0.56 1043 31531 10,542 612,752 2501 1
xc3ed1a00afgeTes| 143,273 ) 13,404 5515 454,33 32.40 B chediz00afgeTe 5| A0.56 1043 32,885 10366 | E02636 24.61 3
Hilinz : Spartan3e Hilinz : Spartanie
SYNFRER | SYNTOLK | IMPFREQ | IMPTCLE | LATENCY | THROUGHPUT] RUMN SYNFRER | SYMTOLK | IMPFRER | IMPTCLE | LATENCY [HROUGHPU]  RUM
wc3a250:H256-5| 143182 6.703 ar.382 10.206 56133 21.39 1 1c3:250ft256-5] 105,636 3466 33.275 10073 | 564.088 23.02 [
wc3a250:H256-5| 143182 6.703 102.03 2.501 533,055 23.15 5 1c3:250ft256-5] 105,636 3466 103125 3637 543.032 2241 2
wc3a250:H256-5| 143182 6.703 112,867 .86 4513 3225 7 1c3:250ft256-5] 105,636 3466 107968 2262 518672 2117 5
Hilinz : ¥irtex4-Lx Rilinz : ¥irtex4-LX
SYNFRE® | SYNTCLK | IMPFREG | IMPTCLK | LaTENCY | THROUGHPUT| RUN SYNFRER | SYMTCLK | IMPFRER | IMPTCLE | LATENCT [HROUGHPU]  RUN
wednlxISHERE12| 194619 5138 165,035 5343 321135 48.03 4 wedvixlapees-tz|  me.an 5612 161,76 6182 340.01 14,33 3
redvlx25iEEE-12] 194619 5135 183,516 5455 500,025 5235 1 redul@siEEs-12| 178,31 562 170,645 556 3223 1564 3
cednlciSHERE12| 134613 5138 135,547 5023 276,535 56,51 3 redulclaieaa-1z| 17650 5672 113,572 5575 306,625 1235 5
Hilinz - ¥irtex5_LX Hilinz - ¥irtex5_LX
[ sYMFRER | SYMTCLE [ IMPFREQ [ IMPTCLE | LATEWCY [ THROUGHPUT| RUN [svnrFreR | synTcik [ P Frem [ mpToLe | LATENCY fHROUGHPU]  RUN
bk GOFfETE-G| satss | G4 | TR sszz | sana I wchbaOeTe-s| 23158 | 45t | amsded 125 ERNHIECCEEE
ATHEMa Script Results with Xilink Webpack 9.11 : Encryption Core Only ATHEMa Script Results with Xiling Webpack 9.11: CTR Mode

Table 5: Sample of ATHENa v0.2 Results

blocks faster and the overall utilization of thevide was still
low. For the Xilinx families the manual synthesias
compared with ATHENa's results and yielded simitdter
running the tool in batch mode and trying variopsiraization
techniques. ATHENa showed the throughput required
possible even with various software switches in arseé batch
mode tested various Xilinx part families with oraigt and
the same source files.

VIll. PERFORMANCE ANDRESOURCECOMPARISONS

Our design was built on trade-offs but aimed fod-mi
range FPGAs. A survey of published results foume ECB

They reported a throughput of 26 Mbyte/sec (208 tidec)
using the XC3S50 and 44 Mbyte/sec (358 Mbit/se@)guthe
XC2V40. [22] The difference in resources requiredild be
attributed to the full utilization of SRL16 registe dual port
RAM, and short data paths. Their Spartan 3 thrpughesult
was similar to this paper’s, but our architectuse be directly
synthesized on Altera’s Cyclone family. The otHesign was
optimized for Xilinx parts. We believe the usetbé lower
cost Spartan and Cyclone devices both met the megigls
and made good use of the available resources tiewac0
Mbyte/sec throughput.

IX. CONCLUSION

AES128 encryption-only core and CTR mode AES128&cor

both were slower than the other cores researchedidad a

This paper set out to create a core capable cdisisy a

smaller mix of resources than most of the otherhhig20 Mbytes/sec data rate while being portable tdn bétinx

throughput cores. The highest throughput cordizedi many
BRAM modules and as few slices as possible. Thendimle

and Altera’s mid-range FPGA families. The use Bbxes
allowed memory available on the devices to simpéfiyd

was heavy use of fast BRAM resources and the cblle Sgpeed up the basic AES/Rijndael algorithm. Ouhigecture

required a large number of Slices/LE. The Thoxseda
designs of McLoone and McCanny, Wang et al., andriRry

and Standaert all had higher throughput but reduiie use of
Xilinx Vertex family parts which have larger slicéisan the
Spartan 3 family. [15,26,22]

The closest design to this paper’s architectureldvie
the compact design of Rouvroy et al.. [22] Theisige team
targeted the Virtex XC3S50 with 163 Slices, 3 RAMdks,
and a 71.5 Mhz clock. While less slices and LUEsewused
they were still only able to output a 128-bit bloekery 44
cycles. Moving to the XC2V40 part, the clock rose 123
Mhz but still had a 44-cycle latency before theadabs ready.

also set out to present an area efficient desigakde of using
a 3-in-1 key schedule since many surveyed papédysoffered

AES with 128-bit keys.
foreknowledge of the intended application for tlugecdrove
design trade-offs. Design choices were made irorfaof

saving resources while not sacrificing throughputThe

application of encryption modes was introducedrupsfy the

design of the core and prevent duplicate blockdai& from
being encrypted to the same cipher block. Thd fiesult was
portable, had a small footprint, and was ideallfecoming a
coprocessor or peripheral core in an embeddedmesig

Reuse of data paths and
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X. APPENDIXA: ATHENA V0.2 SCRIPT LISTING

# work directory, used as a root for all result directories
WORK_DIR = <C:\single_run\tboxAES128\>

# directory containing synthesizable source files for the project
SOURCE_DIR = <C:\single_run\tboxAES128\src>

# synthesizable source files listed in the order suitable for synthesis and implementation
# low level modules first, top level entity last

SOURCE_FILES = sbox.vhd, regN.vhd, tboxes.vhd, Rcon.vhd, upcounter.vhd, keyReg8x32.vhd,
shftReg8x32.vhd, datapath.vhd, AES128controller.vhd, AES128.vhd
# directory containing synthesizable source files for the project
TESTBENCH_DIR = <../sources>

# testbench files listed in the order suitable for simulation

# low level modules first, top level entity last

TESTBENCH_FILES =

# project name

# it will be used in the names of result directories
PROJECT_NAME = tboxAES128

# name of top level entity

TOP_LEVEL_ENTITY = tboxAES128

# name of top level architecture

TOP_LEVEL_ARCH = core

# name of clock net

CLOCK_NET = clk

#formulas for latency

LATENCY = TCLK*55

#formulas for THROUGHPUT

THROUGHPUT = TCLK*128/55

# OPTIMIZATION_TARGET = speed | area
OPTIMIZATION_TARGET = speed

# OPTIONS = default | user

OPTIONS = default

# APPLICATION = single_run | placement_search

# single_run: single run through synthesis and implementation with options

# defined in the file options.<OPTIONS>_<OPTIMIZATION_TARGET>

# placement_search: runs through impementation with different values of cost table

# with constant options defined in options.<OPTIONS>_<OPTIMIZATION_TARGET>
# APPLICATION = placement_search the list of all FPGA devices targeted by a given
# application

# FPGA_VENDOR = Xilinx

# END VENDOR is used to denote the end of list of devices for a given vendor

# for FPGA_VENDOR = Xilinx

# FPGA_FAMILY = SpartanXL | Spartan-Il | Spartan3 | Spartan3A | Spartan3ADSP |

# Spartan3AN | Spartan3E  VIRTEX | VIRTEX-E | VIRTEX-E EM | VIRTEX-Il |

# VIRTEX-II_PRO | VIRTEX-Il_PRO_X| VIRTEX-4_LX | VIRTEX-4_SX | VIRTEX-4_FX |
# VIRTEX-5_LX | VIRTEX-5_LXT | VIRTEX-5_SXT | VIRTEX-5_FXT

# END FAMILY is used to denote the end of list of devices for a given family

# FPGA_DEVICES = <list of device names from vendor.device.lib separated by commas>
#| best_match | all

# For best match, parameters of the best match must be provided

FPGA_VENDOR = Xilinx

FPGA_FAMILY = Spartan3

FPGA_DEVICES = best_match

MAX_SLICE_UTILIZATION =0.95

MAX_BRAM_UTILIZATION =1.0

MAX_DSP_UTILIZATION =1.0
MAX_MUL_UTILIZATION =1.0
MAX_PIN_UTILIZATION =1.0

SYN_CONSTRAINT_FILE = default
IMP_CONSTRAINT_FILE = default
REQ_SYN_FREQ =50
REQ_IMP_FREQ =25

END FAMILY

FPGA_FAMILY = Spartan
FPGA_DEVICES = best_match
MAX_SLICE_UTILIZATION =0.95
MAX_BRAM_UTILIZATION =1.0

MAX_DSP_UTILIZATION =1.0
MAX_MUL_UTILIZATION =1.0
MAX_PIN_UTILIZATION =1.0

SYN_CONSTRAINT_FILE = default
IMP_CONSTRAINT_FILE = default
REQ_SYN_FREQ =50
REQ_IMP_FREQ = 25

END FAMILY

FPGA_FAMILY = Spartan3ADSP
FPGA_DEVICES = best_match
MAX_SLICE_UTILIZATION =0.95
MAX_BRAM_UTILIZATION =1.0
MAX_DSP_UTILIZATION =1.0
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10
MAX_MUL_UTILIZATION =1.0
MAX_PIN_UTILIZATION =1.0
SYN_CONSTRAINT_FILE = default
IMP_CONSTRAINT_FILE = default
REQ_SYN_FREQ =50
REQ_IMP_FREQ = 25
END FAMILY
FPGA_FAMILY = VIRTEX-4_LX
FPGA_DEVICES = all
MAX_SLICE_UTILIZATION =0.8
MAX_BRAM_UTILIZATION = 1.0
MAX_DSP_UTILIZATION =1.0
MAX_MUL_UTILIZATION =1.0
MAX_PIN_UTILIZATION =0.9
SYN_CONSTRAINT_FILE = default
IMP_CONSTRAINT_FILE = default
REQ_SYN_FREQ =450
REQ_IMP_FREQ = 400
END FAMILY
FPGA_FAMILY = VIRTEX-5_LX
FPGA_DEVICES = best_match
MAX_SLICE_UTILIZATION = 0.95
MAX_BRAM_UTILIZATION =1.0
MAX_DSP_UTILIZATION =1.0
MAX_MUL_UTILIZATION =1.0
MAX_PIN_UTILIZATION =1.0
SYN_CONSTRAINT_FILE = default
IMP_CONSTRAINT_FILE = default
REQ_SYN_FREQ = 50
REQ_IMP_FREQ = 25
END FAMILY
END VENDOR
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